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Haspelmath, 1993
An inchoative*/causative verb pair is defined semantically: it is a pair of verbs which 
express the same basic situation (generally a change of state, more rarely a going-on) and 
differ only in that the causative verb meaning includes an agent participant who 
causes the situation, whereas the inchoative verb meaning excludes a causing agent 
and presents the situation as occurring spontaneously. 

*Термин условный, позднее Хаспельмат от него отказывается и использует более общий ‘noncausal’



Haspelmath, 1993; Падучева 2001
The inchoative member of an 
inchoative/causative verb pair is semantically 
similar to the passive of the causative (the stick 
was broken), but it crucially differs from it in that 
the agent is not just unexpressed; rather, the 
situation is conceived of as occurring without 
an agent, spontaneously. This does not mean 
that there cannot be an agent in the objective 
situation. In (4a), the melting process is 
presumably caused by the same factors as in (4b), 
but only in (4a) is it conceptualized as occurring 
spontaneously. 

(4) a. (inchoative) The snowman melted. 
b. (causative) The sun melted the snowman. 



Bohnemeyer, 2007
Inchoative VS Middle Voice

As shown in (5), both cut verbs and break verbs participate in the middle. The difference between inchoative and 
middle forms is that inchoatives, unlike middles, may refer to individual events under specific time 
reference, and do not introduce a cause or agent of these events into the discourse representation.

(5) a. The vase breaks/cracks/shatters easily.
b. The bread cuts/cubes/slices easily.



Haspelmath, 1993
Direction of semantic derivation is not matched by a uniform direction of formal derivation: central claim of this 
solution is that the kind of meaning that is relevant for diagrammatic iconicity is conceptual meaning, not objective 
meaning. Objectively, the meaning 'melt (tr.)' may be more complex than and derived from the meaning 'melt 
(intr.)', but conceptually, the relation between the two meanings could be quite different (cf. Lakoff (1987) for the 
distinction between objective and conceptual meaning). 

If the semantic properties of a word are only the objective semantic features discovered by semantic decomposition 
(as, for instance, in Mel'cuk 1967), then causatives are always semantically more complex than inchoatives and the 
existence of or even preference for anticausatives is a mystery. But iconicity in language is based on conceptual 
meaning, and the correlation between formal and semantic basic-derived (or markedness) relationships 
should be understood in cognitive terms, as in Givón's (1991:106) principle: 

(24) Categories that are cognitively marked tend also to be structurally marked. 



Haspelmath, 1993
Verbs like 'break', 'burn', 'melt', 'roll', 'open', typically occur in such alternations (cf. examples 
(2)-(ll)), but verbs like 'work', 'dance', 'cut', 'build', 'criticize', 'sleep', never do. 

The basic situation must be a change of state or a going-on. This excludes three large classes of 
situations. First, a state cannot be the inchoative member of an inchoative/causative alternation. 
Second, an action that does not express a change of state (e.g. 'help', 'invite', 'cite', 'criticize', 'read') 
cannot be the causative member of such an alternation. Third, agentive intransitive verbs like 
'talk', 'dance', 'work', etc. cannot be the inchoative member of an inchoative/causative pair because 
they are not conceived of as occurring spontaneously. This still leaves us with a large class of 
transitive verbs such as 'wash', 'build', 'cut', 'dig', 'paint', etc., which do express a change of state. 



Haspelmath, 1993
Absence of agent-oriented meaning components: since the inchoative member implies the absence 
of an agent, it cannot contain agent-oriented semantic elements.

'cut' (='by means of a sharp instrument' ) VS  'tear (tr.)' 

 

 



Haspelmath, 1993



Bohnemeyer, 2007
Guerssel et al. (1985) (see also Hale and Keyser 1987) argue that the syntactic differences between break-type and 
cut-type verbs derive from their semantic representations (their lexical conceptual structure; henceforth, LCS), as 
illustrated for break and cut in (6)–(7):

(6) break LCS: y comes to be broken
(7) cut LCS: x produces ‘‘cut’’ on y, by sharp edge coming into contact with y 

Break verbs are semantically monadic, encoding a state change event without attributing a cause to it. On this 
account, the inchoative reading is basic; the causative reading is the result of a productive rule that introduces a (generic) 
causal event whose participant is linked to subject. Cut verbs, in contrast, are semantically dyadic—they lexicalize 
causal impact on a theme as the result of contact between the theme and some instrument or body part. This type 
of LCS blocks inchoative readings, but licenses conative alternations.
On Guerssel et al.’s account, the conative reading comes about when the cut component is removed from the main clause 
of the LCS and inserted into a purposive clause; the main clause is replaced by a motion description. The result is (7’):

(7’) cut Conative LCS: x causes sharp edge to move along path toward y, in order to produce cut on y, by sharp 
edge coming into contact with y



Bohnemeyer, 2007
Guerssel et al.’s account of the syntactic properties of cut and break verbs hinges critically on the assumption 
that break verbs, unlike cut verbs, are semantically monadic. But this assumption is far from uncontroversial.
Levin and Rappaport Hovav (1995) assume that the causative form of break verbs is the basic form in English; the 
inchoative form is derived by an A-structure operation. If A-structure alternations in the narrow sense are viewed as 
polysemy patterns, as in the present article (in line with, e.g., Cruse 1986: 74–76; Jackendo. 2002: 339–342), it is not 
obvious that either direction of derivation is privileged. Either sense may arise as a metonymic extension of the 
other. And Haspelmath (1993) shows that both directions are found in A-structure derivations in the languages of the 
world: some languages have unaccusative break verbs that causativize; others have base-transitive break verbs that 
anticausativize. Once it is acknowledged that break verbs may be just as dyadic as cut verbs, Guerssel et al.’s 
explanation for why the former, but not the latter, produce inchoative forms can no longer be maintained.



Bohnemeyer, 2007
An alternative account of the A-structure properties of C&B verbs, which rests on two basic principles of the 
lexiconsyntax interface, stated in (8)–(9):
(8) Morpholexical Transparency: productive A-structure alternations that relate two lexemes in a semantically transparent fashion 
can add or delete generic, but not specific, subevent representations from the event structure of the verb.

(9) Complete Linking: a well-formed syntactic projection from a verb lexeme requires all thematic relations spelled out in the 
verb’s semantics to be linked to arguments or obliques specified in the verb’s A-structure, unless they are blocked from linking by 
voice operations.

Principles (8)–(9) predict the possibility of A-structure alternations that relate a lexeme meaning ‘cause to become broken’ to one 
meaning ‘become broken’ (while barring a lexeme with the meaning, say, ‘cause to become rich’ from being transparently related 
to a lexeme meaning ‘cause to become broken’). The causal subevent of break verbs can be removed by A-structure alternations 
because it is semantically generic (similarly Levin and Rappaport Hovav 1995: 107, 242; Pinker 1989: 106, 198). There is any 
number of conceivable ways in which one can break, shatter, tear, or split something—no particular manner of action and no use of 
a particular kind of instrument, or indeed any instrument at all, is entailed.



Bohnemeyer, 2007
Cut verbs, too, are rather flexible about the action performed and the instrument used. What sets cut verbs apart is 
the notion of contact between the theme and some kind of instrument (including an Agent’s body part). Cut 
verbs specify some property of the instrument or of the way it is used* (cf. Koenig et al., forthc.; e.g., cut, slice, 
hack and saw entail use of some blade-like object, whereas bore, puncture, and prick entail use of a pointy object). A 
particular result state may or may not be specified as well; this seems to motivate the distinction between cut 
verbs (sensu stricto), which undergo the conative alternation in English, and carve verbs (e.g., carve, slice, 
cube, grind), which do not (Levin 1993: 156–158)—the latter are the ones with specific result states.

* VS break-verbs no particular manner of action and no use of a particular kind of instrument, or indeed any 
instrument at all, is entailed.



Bohnemeyer, 2007
The fact that carve verbs, which specify clear result states, do not appear in conative clauses, whereas cut verbs sensu stricto do, strongly suggests 
that the latter are not semantically specific on the change the theme undergoes. As Levin and Rappaport Hovav (1995: 103) argue, what blocks 
cut verbs from producing transparently related inchoative lexemes is the impossibility of referring, however implicitly, to an instrument without 
referring to a cause (Keyser and Roeper 1984). It is this same impossibility that prevents inchoative forms of break verbs from combining with 
instrument phrases (though not with causal adjuncts):

(10) The cup cracked/broke/shattered (*with a hammer/stone/kick).

Since cut verbs entail the involvement of an instrument in the event, reference to the cause of the event cannot be suppressed, and thus the verb is 
blocked from producing transparently related inchoative forms.

Cut verbs (sensu stricto, i.e., not carve verbs) cannot appear in conative constructions because they specify only a generic result. For instance, a cut can vary 
from mere incision in the theme’s surface all the way to separation of the theme into two parts. In line with (8), this lack of specificity licenses deletion of 
the state change event and theme from the semantic representation. The theme is then reintroduced as a goal, since its presence is still required by the 
contact component. The result is the conative construction. Break verbs, of course, are barred by (8) from producing conative variants, since they 
cannot be transparently related to lexical items that do not encode a specific state change.



Bohnemeyer, 2007
i) Across languages, C&B verbs fall into two semantic classes: those that specify use of a particular kind of instrument and a generic 
state change (cut verbs) and those that specify a particular kind of change or a particular type of theme argument, but are 
nonspecific regarding instruments involved (break verbs).
ii) Across languages, break verbs may (but need not) occur in transparently related causative and inchoative lexemes, whereas 
cut verbs never produce transparently related inchoatives. Cut verbs, in turn, may (but need not) occur in transparently related 
causative and conative lexemes, while break verbs do not produce transparently related conatives.
(iii) Four of the languages—Biak, German, Mandarin, and Yukatek— have complex predicates that are semantically specific on both 
the properties of an instrument used in the action (or the manner in which it is used) and the state change inflicted on the theme. 
These bipolar verbs represent a third type, distinct from both the cut- and the break-type. In line with the principles of 
Morpholexical Transparency (8) and Complete Linking (9), bipolar verbs are inert regarding A-structure alternations: since both the 
causal and the resulting subevent representations are specific, neither can be removed from the meaning of a transparently related stem. 
This inertness can be illustrated with the English carve verbs, which are simplex bipolar verbs. Carve verbs undergo neither the conative 
(11b) nor the causative-inchoative alternation (11c):
(11) a. Carole carved the stone.

b. *Carole carved at the stone.
c. *The stone carved. (Levin 1993: 158)

Bipolar verbs make a bipartition of the C&B domain in cut and break A-structure classes impossible in those languages in which they 
occur, refuting prediction (ii). At the same time, their failure to participate in A-structure alternations offers another source of support for 
the validity of the crosslinguistic generalizations (8)–(9).





Bohnemeyer, 2007
Voice VS Anticausative

Many languages have polysemous constructions that encompass both anticausative and middle-voice or passive-like interpretations. 
Since the latter interpretations occur with both cut- and break-type verbs, such constructions can make it difficult to test hypothesis (ii) that 
only break verbs have transparently related inchoative lexemes.
Let us assume that anticausative derivations produce inchoative stems from causative bases by removing the causal subevent from the base’s 
meaning, whereas middle voices merely block linking of the causal subevent’s participant:
 
– Anticausative derivations satisfy (9) by removing the causal subevent from the semantics of the verb. The result is a derived inchoative 
stem that encodes the state change lexicalized in the base without expressing the cause of this event. The principle of Morpholexical 
Transparency(8) restricts this process to break verbs: break verbs encode a semantically generic causal subevent that can be removed by 
a semantically transparent A-structure-changing derivation, whereas cut verbs encode a semantically specific causal subevent that 
cannot be deleted without loss of Morpholexical Transparency.

– Middle voice operations satisfy (9) by blocking the linking of the agent role. The result is a verb form that presents the event as caused, 
but leaves the agent unspecified. Since voice operations do not change the semantics or A-structure of the verb, they are not restricted to 
break verbs.

See p. 167



Bohnemeyer, 2007
Spanish has a form—the pseudoreflexive— that has both anticausative and middle-voice functions. This form also has a passive 
function. As the predictions of (i) and (ii) specify, the anticausative interpretation of the pseudo-reflexive is restricted to break verbs 
such as romper ‘break’ (18). The pseudo-reflexives of cut verbs like serrar ‘saw’ cannot receive an anticausative interpretation; instead, 
they require a middle (19a) or a passive (19b) reading (cf. Maldonado 1992):



Haspelmath, 1993
'decapitate': no agent-oriented meaning components 

VS 
no inchoative alternant – > 

inchoative alternation: no agent-oriented meaning components + spontaneity

A verb meaning that refers to a change of state or a going-on may appear in an 
inchoative/causative alternation unless the verb contains agent-oriented 
meaning components or other highly specific meaning components that make 
the spontaneous occurrence of the event extremely unlikely. 



Haspelmath, 1993
Three main types of inchoative/causative verb pairs: 

Causative: the inchoative verb is basic and the causative verb is derived. The causative verb may be marked by an affix (6a), by a causative 
auxiliary (6b), or by stem modification (6c).

Anticausative: the causative verb is basic and the inchoative verb is derived (hence the term anticausative, which was coined in Nedjalkov and 
Sil'nickij 1969). The anticausative may be marked by an affix (7a), by an anticausative auxiliary (7b), or by stem modification (7c). 

 



Haspelmath, 1993
This alternation is particularly regular in verbs that are derived from adjectives. For example, every German 
factitive derivation can form an anticausative with the particle sich, and every Russian factitive derivation can form 
an anticausative in -sja. 



MWA
La čikʕēx ʕal‿anna corsa, ičber. (Ḥanne)
Don’t sit on this chair, it is broken.

Hanna ḥabla ikṭeʕ, škōl‿iḥrēna. (Abu Šādi, Abū Šaḥīn, Ḥanne)
This rope is torn, take another one.

Hanna korʕa ičleḥ. (Abū Šaḥīn; Ḥanne)
This bag is ripped.

Hanna xūza minəčbar, ŭ hōc‿cuppoyṯa ču minčabra. (Abu Šādi, Obəs‿Sarcis)
This teapot is breakable, while this glass is not breakable.



Haspelmath, 1993
Non-directed alternations (or oppositions): 

Equipollent alternations: both are derived from the same stem which expresses the basic situation, by means of different affixes (8a), 
different auxiliary verbs (8b), or different stem modifications (8c). 

Suppletive alternations: different verb roots are used 

Labile alternations: the same verb is used both in the inchoative and in the causative sense 



Haspelmath, 1993
The main criteria for identifying the basic stem:  

● phonological markedness 
Arabic: darasa 'learn' / darrasa 'teach'

● direction of neutralization 
Arabic: 
CaCaCa (e.g. darasa), CaCiCa (e.g. rakiba 'ride' / rak-kaba 'make ride'), and CaCuCa (e.g. 
sarufa 'be noble') >
CaCCaCa (II)
Hindi-Urdu: 
phir-naa/pher-naa 'turn (intr.)/(tr.)', pit-naa 'take a licking' / piit-naa 'beat up' 

● criterion of productivity 
Arabic: 
** CaCCaCa –> CaCVCa



MWA
iqṭel VS inəqṭal

iqṭel – equipollent (?)

inəqṭal – anticausative (?)



Haspelmath, 1993



MWA
ičbar ~ yičbur ~ čōbar ~ ičber ‘to break (tr); ičbar ~ yičbar ~ čōbar ~ ičber ‘to break (intr)

ikṭaʕ ~ yikṭuʕ ~ kōṭaʕ ~ ikṭeʕ ‘to cut, tear (tr); ikṭaʕ ~ yikṭaʕ ~ kōṭaʕ ~ ikṭeʕ ‘to cut, tear (intr)

ičleḥ ~ yičluḥ ~ čōlaḥ ~ ičleḥ ‘to tear (tr); ičlaḥ ~ yičlaḥ ~ čōlaḥ ~ ičleḥ ‘to tear (intr)

ifraṭ ~ yifruṭ ~ fōreṭ ~ ifreṭ ‘to dismantle’; ifraṭ ~ yifruṭ ~ fōreṭ ~ ifreṭ ‘to fall apart’

ifṣal ~ yifṣul ~ fōṣel ~ ifṣel ‘to separate, divide, cut off (tr); ifṣal ~ yifṣal ~ fōṣel ~ ifṣel ‘to cut off, disconnect (intr)

iġraḥ ~ yiġruḥ ~ ġōraḥ ~ iġreḥ ‘to hurt (tr)’; iġraḥ ~ yiġraḥ ~ ġōraḥ ~ iġreḥ ‘to get hurt (intr)’

iḥrab̥ ~ yiḥrub̥ ~ ḥōreb̥ ~ iḥreb̥ ‘to destroy (tr)’; iḥrab̥/iḥreb̥ ~ yiḥrab̥ ~ ḥōreb̥ ~ iḥreb̥ ‘to break down, be ruined’

ifṯaḥ ~ yifṯuḥ ~ fōṯaḥ ~ ifṯeḥ ‘to open (tr)’; ifṯaḥ ~ yifṯaḥ ~ fōṯaḥ ~ ifṯeḥ ‘to open (intr); become sighted’



Haspelmath, 1993
A factor favoring the anticausative expression type is the probability of an outside force bringing about the event. 
Conversely, the causative expression type is favored if the event is quite likely to happen even if no outside 
force is present.
Events such as freezing, drying, sinking, going out, and melting occur commonly in nature around us and do not 
need an agentive instigator. 

On the other hand, events such as splitting, breaking, closing, opening, gathering and connecting are typical of the 
kinds of things that human beings do. In both cases, the correlation is only typical, not necessary.

Direction of derivation: spontaneous vs. caused events 





Haspelmath 
2016

Universals of causative and 
anticausative verb formation 
and the spontaneity scale



Haspelmath, 2016 
In simplified terms, the basic generalization is that:
● causative coding, especially analytic coding, of a verb pair is more likely when the 

noncausal verb’s meaning is on the higher end (the left-hand part) of the scale, 
● anticausative coding is more likely when the noncausal verb’s meaning is on the 

lower end (the right-hand part) of the scale
● basic (non-derived) verbs (with either a causal or a noncausal meaning) are most 

likely to occur in the middle of the scale.



Haspelmath, 2016 
In simplified terms, the basic generalization is that:
● causative coding, especially analytic coding, of a verb pair is more likely when the 

noncausal verb’s meaning is on the higher end (the left-hand part) of the scale, 
● anticausative coding is more likely when the noncausal verb’s meaning is on the 

lower end (the right-hand part) of the scale
● basic (non-derived) verbs (with either a causal or a noncausal meaning) are most 

likely to occur in the middle of the scale.

intransitive



Haspelmath, 2016 
In simplified terms, the basic generalization is that:
● causative coding, especially analytic coding, of a verb pair is more likely when the 

noncausal verb’s meaning is on the higher end (the left-hand part) of the scale, 
● anticausative coding is more likely when the noncausal verb’s meaning is on the 

lower end (the right-hand part) of the scale
● basic (non-derived) verbs (with either a causal or a noncausal meaning) are most 

likely to occur in the middle of the scale.

unaccusative



Types of verbs
● Transitive: an agent impinges directly on a patient, especially in a physical way.

● Unergative: agentive intransitive, (typically volitional) human actions that are not directed specifically at 

another participant and that have no inherent limit.

● Unaccusative: intransitive verbs with non-agentive meanings implying changes of state, typically of 

inanimate participants

○ automatic: a process that is easily construed as occurring on its own, without any external energy 

input

○ costly: a process that does not so easily occur on its own, but typically involves some energy input 

(“cost”)

● Agentful: (potential) verb meanings that refer to processes such as ‘be cut’, ‘be washed’, ‘be beaten’ 

which are quite difficult to construe as occurring on their own, without an agent, because of agent-oriented 

manner components in their meaning (i.e. they seem to require reference to an agent in their definition).



Types of verbs



Types of verbs



Types of verbs
The term noncausal comprises what has sometimes been called 
“inchoative”, but it is used in a much broader sense here, for any verb 
meaning that contrasts with a causal verb meaning and lacks its ‘cause’ 
component. 

Thus, break (intr.) is noncausal when compared to break (something), but 
break something is noncausal when compared to make someone break 
something.

For verb pairs that make no formal difference between the causal and the 
noncausal use (e.g. break), the term labile is used.





Universals



Universals 
● Universal 1: the higher the noncausal meaning of a causal-noncausal pair is on the 

spontaneity scale, the longer and the more analytic any causative marker on the 

causal verb form will be.

● Universal 2: the lower the noncausal meaning of a causal-noncausal pair is on the 

spontaneity scale, the longer and the more analytic any anticausative marker on 

the noncausal verb form will be.





Labile pairs are generally used for automatic and costly meanings (e.g. melt 
(tr./intr.), split (tr./intr.)), and analytic anticausatives are mostly used for agentful 
meanings (e.g. be cut, be eaten).



Universals
These universals are special cases of the primary Universals 1 and 2, using the less abstract 
comparative concepts of (7a-f):

Universal 3: If an analytic causative can be used with base verbs of some type, it can be 
used with base verbs of all types higher on the spontaneity scale. 

Universal 4: If a synthetic causative can be used with base verbs of some type, analytic 
causatives will not be required with base verbs lower on the spontaneity scale. 

Universal 5: If an analytic anticausative can be used with base verbs of some type, it can be 
used with base verbs of all types lower on the spontaneity scale.



Universals
Universal 6: If a language has synthetic causatives of transitive verbs, it also has synthetic 
causatives of intransitive verbs.



Universals
Universal 6: If a language has synthetic causatives of transitive verbs, it also has synthetic 
causatives of intransitive verbs.



Universals
Universal 7: If a language has synthetic causatives based on unergative verbs, it also has 
synthetic causal verbs corresponding to unaccusative noncausal verbs.



Universals
Long and short causative markers:

Universal 8: If a language has several causative markers of different lengths, then the longer markers tend to be 
used with transitive bases, and the shorter markers tend to be used with intransitive bases.



Length of the markers



Universals
Universal 9: If a language has several causative markers of different lengths, then the longer markers 
tend to be used with unergative bases, and the shorter marker tend to be used with unaccusative bases.



Universals
Universals 6’-7’: If a language has an analytic and a synthetic causative, then the analytic 
causative tends to be used with transitive/unergative base meanings, and the synthetic 
causative with intransitive/unaccusative verb meanings, respectively.

This universal shows that Universals 8 and 9 are very similar to Universals 6 and 7, and all 
follow from Universals 1 and 2.



The other side
Automatic noncausal verbs are more likely to have a causative counterpart, while costly 
noncausal verbs are more likely to be anticausatives, with a causal basic verb as their 
counterpart.



Different languages have different propensities for using causatives or anticausatives. 

Languages like Russian, which are anticausative-prominent, tend to have anticausatives 
also for automatic verb meanings (e.g. rasplavit’-sja ‘melt (intr.)’). 

And languages like Indonesian, which are causative-prominent, tend to have causatives 
also for costly verb meanings (e.g. me-matah-kan ‘break (tr.)’). 

Languages like Udmurt are intermediate, with an equal number of causatives and 
anticausatives.

Prominence



Universals
Universal 9: If a language generally has causatives of costly base verbs, then it also generally has 
causatives of automatic verbs (and all base verbs higher on the spontaneity scale).



Universals
Universal 10: If a language has causatives of any kind of base verb, then it also has causatives 
of all base verb types higher on the spontaneity scale.

Universal 11: If a language has anticausatives of any kind of base verb, then it also 
has anticausatives of all base verb types lower on the spontaneity scale.

of course, just as 
Universal 10 is a 

special case of 
Universal 1, 

Universal 11 is a 
special case of 

Universal 2. 



Hypothetical patterns



More universals
Universals 11a-d (absolute cut-off points for causatives, labile verbs and 
anticausatives):

a. analytic causatives occur only as far down the scale as automatic meanings. 
b. anticausatives occur only as far up the scale as automatic meanings. 
c. Labile verbs occur only as far up the scale as automatic meanings. 
d. (Synthetic) causatives occur only as far down the scale as costly meanings.



Universal 11
No language allows analytic causatives for costly or agentful meanings (cf. 11a). In 
other words, no language says ‘make s.o. break s.th.’ to express ‘break (tr.)’, let 
alone ‘make s.th. be cut’ for ‘cut’.

No language allows anticausatives for unergative (let alone transitive) meanings 
(cf. 41b). In other words, no language says ‘be made to talk’ to express ‘talk’, let 
alone ‘be made to cut’ to say ‘cut’.

Almost no language allows labile verbs for meanings higher than automatic (cf. 
41c). Unergatives such as ‘talk’, ‘work’ or ‘walk’ are almost never labile, with 
additional causal meanings ‘make s.o. talk’, ‘make s.o. work’ or ‘make s.o. walk’.



Universal 11
In the European languages, labile verbs are generally not used for agentful 
meanings either (i.e. labile verbs never mean ‘cut’ and ‘be cut’), but there seem to 
be quite a few languages elsewhere where such labile verbs are common 
(especially in African languages, e.g. in Mandinka, where transitive verbs can be 
used in a passive-like construction without any coding). Thus, labile verbs actually 
have the same cut-off behavior as anticausatives.

Finally, almost no language allows causatives for causal counterparts of agentful 
meanings (cf. 41d). In other words, languages almost never say ‘make something 
be cut’ for ‘cut’.



Actual patterns



Explanations
1. Frequency and expectedness/predictability.
2. Alternative explanations (e.g. ease of conceptualisation, iconicity via the 

notion of transparency, etc.)

“Whatever the virtues of these competing explanations of the correlation 
between the forms and meanings of causative markers, they are less general 
than my explanation in terms of form-frequency correspondence, because they 
do not explain why languages tend to employ anticausatives lower on the 
spontaneity scale.”


